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ABSTRACT

Model simulations of the 2013 Colorado Front Range floods are performed using 4-km horizontal grid

spacing to evaluate the impact of using explicit convection (EC) versus parameterized convection (CP) in the

model convective physics ‘‘gray zone.’’ Significant differences in heavy precipitation forecasts are found

across multiple regions in which heavy rain and high-impact flooding occurred. The relative contribution of

CP-generated precipitation to total precipitation suggests that greaterCP scheme activity in areas upstreamof

the Front Range flooding may have led to significant downstream model error.

Heavy convective precipitation simulated by the Kain–Fritsch CP scheme in particular led to an alteration

of the low-level moisture flux and moisture transport fields that ultimately prevented the generation of heavy

precipitation in downstream areas as observed. An updated, scale-aware version of the Kain–Fritsch scheme

is also tested, and decreased model errors both up- and downstream suggest that scale-aware updates yield

improvements in the simulation of this event. Comparisons among multiple CP schemes demonstrate that

there are model convective physics gray zone considerations that significantly impact the simulation of ex-

treme rainfall in this event.

1. Introduction

a. Numerical model assessments of the 2013 Colorado
Front Range flood

During the week of 9–16 September 2013, record-

breaking rainfall and historic flooding occurred over

portions of the Rocky Mountain Front Range region of

northern Colorado. Unusually widespread and long-

lasting rainfall led to at least 8 fatalities, greater than $2

billion (U.S. dollars) worth of damage, washed-out

highways, isolated communities, and triggered 18 fed-

eral disaster declarations across the Colorado Front

Range. Various meteorological, impacts-based, and

forecast analyses of this event appear in recent literature:

Lavers and Villarini (2013), Hamill (2014), Schwartz

(2014), Gochis et al. (2015), Mahoney et al. (2015),

Morales et al. (2015), Friedrich et al. (2016), and others.

Forecast skill of this event has been assessed by Lavers

and Villarini (2013), Hamill (2014), and Schwartz (2014).

Lavers and Villarini (2013) focus on coarser-scale global

forecast systems, Hamill (2014) focuses on both global

systems as well as some mesoscale systems, and Schwartz

(2014) demonstrates that forecast skill improves in high-

resolution (1-km grid spacing) simulations. These studies

conclude that while select operational model forecast

systems generated significant precipitation for this event,

errors in precipitation intensity, timing, and placement, in

addition to model performance trends worsening in time,

degraded the event’s overall predictability. Findings from

these studies also indicate that higher model resolution—

and in particular, model ensembles run at higher

resolution—may have offered enhanced guidance to

human forecasters.

In light of the 2013 Front Range floods, along with

other recent high-impact weather events, there is

mounting community support for the development of

operational convection-allowing ensemble modeling

systems, and thus such systems are likely to becomemore

common in the operational forecast environment in the

next few years (e.g., Clark et al. 2009, 2012; Schwartz et al.

2015). It is most likely that such ensembles will be run at

3–4-km grid spacing (e.g., Schwartz et al. 2015; Golding

et al. 2016).

The 4-km grid spacing is often considered a relatively

‘‘high-resolution,’’ acceptable grid spacing threshold at
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which convective parameterization (CP) can be turned

off for forecasts of organized convection; this assumes

that the model is capable of explicitly resolving con-

vection on the grid scale (e.g., Weisman et al. 1997; Kain

et al. 2008 among many others). However, in recent

years many studies and efforts to improve model fore-

casts run at increasingly higher resolutions have ques-

tioned this assumption (e.g., Bryan et al. 2003; Deng and

Stauffer 2006; Lean et al. 2008; Bengtsson et al. 2012;

Gerard 2015). In fact, for certain applications, there

remains considerable effort under way to adapt and

improve convective parameterization scheme (CPS)

performance at these scales (e.g., Gerard 2015;

Bengtsson and Körnich 2016; Zheng et al. 2016).

b. Convective parameterization at ‘‘storm-resolving’’
scales

The model deep convection ‘‘gray zone’’ can be de-

scribed as the range of scales where model parameteri-

zation of deep convection requires adaptation because

some of the macro- and microscale parameterization

assumptions break down, yet grid spacing is still too

coarse to fully resolve deep convection. Key CP as-

sumptions that break down with increasing horizontal

resolution include limitations of a ‘‘gridbox’’ state (i.e., a

growing importance of horizontal fluxes and the need

for communication with neighboring grid points), cloud

life cycle/temporal mismatches and overlapping with

explicitly resolved convection leading to double count-

ing of precipitation, and questionable suitability of

large-scale microphysics formulations. Bounds on the

gray zone tend to vary with specific phenomenon, re-

gion, season, model, and application, but generally

encompass a range from ;1- to 5-km horizontal grid

spacing. Many studies have shown that some degree of

CP may be necessary at grid lengths down to ;1 km or

even finer (e.g., Kuo et al. 1997; Petch et al. 2002; Bryan

et al. 2003; Lean et al. 2008; Bengtsson and

Körnich 2016).

Though trade-offs of CP in the gray zone have been

documented, many studies have shown clear benefits

of employing CP at relatively fine grid spacings. For

instance, employing CP may help to avoid unrealistic

buildup of CAPE, as well as spurious convection re-

alized through gridpoint storms (Zhang et al. 1988;

Mahoney et al. 2013). Deng and Stauffer (2006) dem-

onstrated that the skill of a 4-km simulation suffered

when no CP was used, because the convective updrafts

accompanying a cold frontal system were forced on

coarser-than-observed scales, and the rainfall and the

atmospheric response to the convection became too

strong. The use of cloud microphysics parameterization

alone (without active CP) at high resolutions may also

not be sufficient to represent moist convection and

precipitation in certain regimes (e.g., Molinari and

Dudek 1992; Seaman et al. 1998; Cintineo et al. 2014;

Zheng et al. 2016). Furthermore, many CPSs include a

shallow mixing component, the omission of which can

lead to issues such as spurious stratus cloud cover unless

those shallow mixing processes are accounted for else-

where in the model [e.g., in a planetary boundary layer

parameterization scheme; Lackmann (2011)].

However, despite the numerous caveats that emerge

when transitioning to explicit convection, many studies

clearly demonstrate that squall lines, propagating sys-

tems, and heavy precipitation events are generally

handled poorly by CP and are better served by explicit

convection even at relatively coarse resolution (e.g.,

Weisman et al. 1997; Done et al. 2004; Bukovsky et al.

2006; Kain et al. 2008; Weisman et al. 2008). Addition-

ally, Mahoney and Lackmann (2007) demonstrated that

CP activity can have detrimental effects not only on a

convective system forecast itself, but also on down-

stream precipitation forecast skill due to unrealistic

representation of the organized upstream convection.

As demonstrated by many of the aforementioned

previous studies on the model deep convection gray

zone, the problem in merely applying CP in the gray

zone as a ‘‘catch-all’’ for those processes that would not

be well handled on the grid scale is that many CP

schemes have not been adequately adapted for finer grid

scales. Open questions remain as to what extent subgrid-

scale CP could or should be modified to incorporate

‘‘scale awareness’’ toward improving high-resolution

model simulation of extreme precipitation. And even

in situations where a scale-aware scheme is clearly de-

sired, the practical issue of a current lack of readily

available options of such schemes can also force users

into making selections that may be ill-suited for a spe-

cificmodel resolution or user need. In this study, we take

CP schemes that have been formulated for and used

across various scales and employ them at 4-km grid

spacing. We specifically include a newly developed

scheme [themultiscaleKain–Fritsch scheme; Zheng et al.

(2016)], which includesmodifications designed to account

precisely for many of the scale-aware needs listed above.

The 2013 Colorado Front Range floods are of partic-

ular phenomenological interest from the model gray

zone perspective, due to the extended spatial and tem-

poral scale of the heavy precipitation that occurred

during this event. This breadth in space and time sug-

gests strong, systematic environmental forcing that

might be well suited for some CP scheme strengths,

while key intense convective episodes during the event

demonstrated more mesoscale-organized convective

structures that are generally considered to be best
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captured explicitly. In a general sense, one would sus-

pect that a CP scheme may have some benefit at 4-km

grid spacing if small convective elements could not be

sufficiently resolved; however, the larger-scale envi-

ronmental adjustments resulting from unnecessary or

overactive CP scheme activity may also adversely affect

in situ and/or downstream precipitation generation (e.g.,

Mahoney and Lackmann 2007). Furthermore, that a

significant fraction of the flood-producing precipitation

in the Colorado Front Range was terrain focused

(Morales et al. 2015) might suggest less opportunity for

CP or explicit precipitation error (relative to convection

that forms and moves independently of static terrain

features); yet as mentioned above, significant errors

were observed at many forecast space and time scales.

In this study several community-available CP schemes

are tested at 4-km grid spacing for simulations of the

2013 Colorado Front Range Flood in order to in-

vestigate the representation of convection both up-

stream and in the location of observed flooding. The

objective of this study is to evaluate the relative benefits

of convective parameterization and explicit convection

for the 2013 Front Range Flood in the 4-km grid spacing

model deep convection gray zone.

2. Methods

The Weather Research and Forecasting (WRF)

Model, version 3.7.1 (Skamarock et al. 2008) was run

using 4-km horizontal grid spacing over a region en-

compassing most of the intermountain western United

States (Fig. 1, Table 1). Subregions over New Mexico

and Colorado are also defined in Fig. 1; these regions are

used for spatial averaging and subregional analysis in

later sections. As illustrated by low-level wind vectors,

one can also define these subregions as ‘‘upstream’’

(over eastern New Mexico) and ‘‘downstream’’ (the

Colorado Front Range).

The simulations were initialized at 0000 UTC 11

September 2013 (approximately 24h before the period of

heaviest precipitation began) and run for 72h in duration.

Initial and lateral boundary conditions used the NCEP

Climate Forecast System Reanalysis (CFSR; Saha et al.

2010). Model details and physics selections are detailed in

Table 1, andTable 2 outlines theCPexperiments inwhich

the following CP schemes were employed: Kain–Fritsch

(KF), multiscale Kain–Fritsch (MSKF), Grell–Freitas

(GF), Betts–Miller–Janjić (BMJ), old GFS simplified

Arakawa–Schubert (SAS-old), and new GFS simplified

Arakawa–Schubert (SAS-new), in addition to the explicit

convection (EC) simulation run without any CPS.

Of particular note for this study is the testing of the new,

updatedMSKF scheme followingZheng et al. (2016). The

FIG. 1. Map of the west-central United States showing the WRF

Model domain (full display region), and inset boxes 1 and 2

showing regions for averaging over (upstream) ENM and (down-

stream) COFR, respectively. Vectors showEC-simulation 700-hPa

wind speed (m s21; reference vector in upper center of plot) and

direction valid at 1800 UTC 11 Sep.

TABLE 1. WRF Model specifications for all simulations.

Model version WRF (ARW), version 3.7.1

Duration 72 h; 0000 UTC 11 Sep 2013–0000 UTC 14 Sep 2013; output frequency: 1 h

Grid 4-km horizontal grid spacing; 54 vertical levels

450 3 450 gridpoint domain

Initial and boundary conditions NCEP CFSR; boundary conditions updated every 6 h

Model physics Thompson microphysics

YSU planetary boundary layer (PBL) scheme

Unified Noah land surface model, revised MM5 Monin–Obukhov surface layer physics

Dudhia, RRTM radiation physics
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MSKF incorporates scale-aware parameterized cloud

dynamics for high-resolution forecasts by making

several changes to the KF CPS in the WRF Model.

These changes include subgrid-scale cloud–radiation

interactions, a scale-dependent dynamic adjustment

time scale, impacts of cloud updraft mass fluxes on

grid-scale vertical velocity, and lifting condensation

level–based entrainment methodology that also in-

cludes scale dependency. Other scale-dependent pa-

rameters include fallout rate of condensates from

updrafts and stabilization of cloud layers through re-

moval of CAPE. In addition, theMSKF scheme avoids

double counting of precipitation. Additional details

regarding the development of the MSKF can be found

in Herwehe et al. (2014), Alapaty et al. (2015), and

Zheng et al. (2016); while those studies demonstrate

improvements in forecast skill for certain applica-

tions, the focus was not on extreme precipitation as is

examined here.

3. Results

a. Precipitation differences between EC and all CP
experiments

Three-day precipitation totals from the simulation run

with EC compare quite well overall with both gridded

precipitation observations available from the stage-IV

product (Lin andMitchell 2005; Figs. 2, 3, and 4), as well

as regionwide gauge observations (Gochis et al. 2015;

Mahoney et al. 2016). While radar-based observations

have limitations for this case [as well as formost extreme

precipitation events that occur in complex terrain;

Gochis et al. (2015)], precipitationmaxima are generally

simulated quite accurately with respect to available

observations of intensity and location (particularly in

both eastern New Mexico and the Colorado Front

Range region; Figs. 2–4). Thus, the EC simulation may

be effectively considered a ‘‘control simulation’’ for the

purposes of this study.

Total (72 h) precipitation over the full domain of all of

the model simulations is shown in Fig. 2, with a zoomed-

in examination over Colorado provided in Fig. 3.

TABLE 2. WRF Model experiments according to convective pa-

rameterization selections.

Treatment of convective parameterization Expt name

Explicit convection (no convective

parameterization used)

EC

Kain–Fritsch (new Eta) scheme

(Kain and Fritsch 1993)

KF

Multiscale Kain–Fritsch scheme

(Zheng et al. 2016)

MSKF

Betts–Miller–Janjić scheme (Janjić 1994) BMJ

Grell–Freitas ensemble scheme

(Grell and Freitas 2013)

GF

Old GFS simplified Arakawa–Schubert scheme

(Pan and Wu 1995)

SAS-old

New GFS simplified Arakawa–Schubert scheme

(Han and Pan 2011)

SAS-new

FIG. 2. The 72-h total precipitation (mm; shaded as in color bar at right) for (a) Stage-IV analysis, (b) EC, (c) KF, (d) MSKF, (e) GF,

(f) BMJ, (g) SAS-old, and (h) SAS-new WRF simulations.
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Simulated precipitation variability is examined with

particular focus on the main regions of observed heavy

precipitation: the Colorado Front Range (COFR; also

referred to as downstream, and where major flooding

impacts were experienced) and eastern New Mexico

(ENM), also referred to as upstream relative to the gen-

erally southerly low-level flow and moisture transport

throughout this event. Total precipitation differences

between experimental (CP) members and the control

(EC) simulation are significant over these areas in par-

ticular (Figs. 4, 5); considerable variability is also observed

across runs over the Colorado–Kansas border as well.

Perhaps most notably, the KF, GF, and SAS-old schemes

all generate far less precipitation (.100-mm difference)

in the heavily flood-impacted COFR relative to the EC

simulation and observations (Figs. 5a,c,e).

With observed CAPE values not exceeding

;200 J kg21 in the Albuquerque, New Mexico, sound-

ings and never exceeding 500 J kg21 in the Denver,

Colorado, soundings from 11 to 13 September 2013 [see

Gochis et al. (their Fig. 5) and archived NM soundings

from http://weather.uwyo.edu], neither the up- nor

downstream environments were characterized by par-

ticularly high instability. Thus, one may expect limited

convective activity and yet many of the CPSs employed

produce a strong response. The KF (Fig. 6a) and SAS-

old (Fig. 6e) schemes in particular (and to a lesser extent

GF; Fig. 6c) generate considerable convective pre-

cipitation (i.e., precipitation produced by the CPS) over

NM, while the CP-employing simulations that more

closely match observations (e.g., MSKF, GF, BMJ, and

SAS-new) simply do not activate as much in this region,

and rather allow explicit processes to handle the bulk of

precipitation generation on the grid scale (Fig. 4). This

suggests that these schemes may incorporate at least

some important scale-aware properties (the benefits of

which are discussed previously). Though not the focus of

this particular study, other studies document targeted

upgrades to particular schemes that are likely driving

some of the observed reduction in precipitation error:

for instance, the MSKF has incorporated many scale-

aware improvements as detailed above and in Zheng

et al. (2016), and the SAS-new scheme incorporates

convective momentum transport, which may benefit

simulated upstream precipitation generation and prop-

agation (e.g., Mahoney et al. 2009).

Examining more carefully the relative contribution of

convective precipitation to total precipitation in the

ENM areas of heaviest simulated upstream pre-

cipitation (cf. Figs. 4, 6, 7) suggests that for some of the

CP experiments, upstream CPS activity may be linked

to significant downstream model error. Based on these

regional (i.e., upstream/ENM vs downstream/COFR) dif-

ferences in convective versus explicit precipitation, as well

as previous work linking CP scheme activity to down-

stream precipitation errors (Mahoney and Lackmann

2007), it is thus hypothesized that CPSs demonstrating

significant CPS activity on upstream precipitation in New

FIG. 3. As in Fig. 2, but zoomed-in to Colorado.
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Mexico may have introduced detrimental influences on

downstream precipitation over the COFR.

b. Upstream and downstream differences between the
EC, KF, and MSKF simulations

As the precipitation differences of primary interest

between the upstream and downstream regions are most

clearly demonstrated in comparisons of the KF and EC

simulations, a short but more in-depth analysis is devoted

to those simulations here. As described in depth by

Herwehe et al. (2014), Alapaty et al. (2015), and Zheng

et al. (2016), the MSKF scheme was designed with the

express purpose of adding scale-aware functionality, and

so it is also examined alongside the KF and EC simula-

tions. As illustrated in Figs. 6 and 7, the MSKF scheme is

much less active than the KF scheme and, therefore, the

MSKF simulation looks quite similar to the EC simula-

tion in many respects. The scale-aware modifications to

the MSKF scheme result in considerably less CP activity

over the whole domain relative to the other CPSs (Fig. 7),

and MSKF convective precipitation amounts are much

reduced especially relative to the original KF scheme

(Figs. 6a,b). Thus, theEC,KF, andMSKF simulations are

compared in greater depth below in order to highlight

some key differences between explicit convection, stan-

dard CP, and scale-aware CP for this case.

Precipitation evolution in the COFR begins to differ

markedly between the KF and EC simulations around

0600 UTC 12 September 2013 (30h into the simulation

period) and continues to diverge particularly acrossCOFR

and ENM through ;1800 UTC 12 September 2013 (42h

into the simulation period) (Fig. 8). The EC and MSKF

simulations both generate considerably heavy, sustained

precipitation focused in the COFR region during this pe-

riod (hourly rain rates . 10mmh21 for 121 hours). This

same intensity and distribution of precipitation is also re-

flected in observations (e.g., Hamill 2014; Gochis et al.

2015). However, the KF simulation focuses its heaviest

precipitation across northeastern New Mexico and along

the Colorado–Kansas border during this critical period

(Fig. 8b), missing nearly all of the sustained, heavy rainfall

in the COFR. Particularly at 1800 UTC 12 September, the

heavy convective precipitation upstream across central-

eastern New Mexico in the KF simulation is at odds with

the EC and MSKF simulations (Figs. 8d,e,f), as well as

with observations (not shown).

FIG. 4. Average 72-h accumulated precipitation (mm, as indicated on y axis) for (a) ENM (region 1 in Fig. 1) and

(b) COFR (region 2 in Fig. 1.) Total precipitation is shown in blue for all model simulations; CP (explicit) pre-

cipitation is shown in orange (green) for all of the CPmodel experiments. Numbers above each bar denote average

precipitation value in mm.
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Low-level potential vorticity (PV) can provide insight

into the ‘‘footprint’’ that heavy precipitationmay have on

low-level dynamic fields (e.g., Lackmann 2002; Brennan

et al. 2008). Low-level (850–650hPa) PV at 1200 UTC

12 September (which falls in the middle of the two times

shown in Fig. 8) shows the influence of the simulated

precipitation across the model runs (Fig. 9). The heavy

convective precipitation simulated by KF in ENM and

along the Colorado–Kansas border produces a consoli-

dated, low-level PV maximum in eastern Colorado. The

latent heat release and subsequent dynamical response

associated with this convective precipitation also affects

the surface pressure pattern, both deepening an area of

surface low pressure under the PV maximum and

strengthening the inverted ridge to the west of the low-

level PV maximum and the precipitation itself. These

differences are consistent with the diminished forcing for

precipitation in the COFR (e.g., decreased upslope flow)

and explain the enhanced forcing for precipitation farther

to the northeast over northeast Colorado and south-

western Nebraska in the KF simulation (Figs. 8b,e). In

contrast to the KF simulation, the EC and MSKF

simulations lack the erroneous low-level PV maximum

over eastern Colorado and are thus able to sustain the

low-level easterly flow in the COFR, which provides dy-

namical support for prolonged upslope precipitation as

observed (Fig. 9). The sequence of events described here

is also very consistent with previous studies linking up-

stream precipitation errors to divergence in downstream

mesoscale processes that ultimately affect the down-

stream precipitation forecast as well (e.g., Mahoney and

Lackmann 2006, 2007; Baxter et al. 2011).

Moisture flux and moisture transport are also clearly

affected by the differences indicated above. Low-level

(700 hPa) moisture flux at 1800 UTC 12 September 2013

illustrates the eastward displacement in the KF simula-

tion of the region of strongest moisture transport over

eastern Colorado, while the EC and MSKF simulations

(along with observations) focus sustained moisture flux

along the COFR during this period (Fig. 10). Differ-

ences in vertically-integrated water vapor transport

(IVT) also highlight how the redirected low–midlevel

flow in the KF simulation over ENM leads to eastward-

displaced IVT maxima both upstream in New Mexico

FIG. 5. The 72-h total precipitation differences (mm; shaded as indicated by color bar at right) for (a) EC 2 KF, (b) EC 2 MSKF,

(c) EC2GF, (d) EC2BMJ, (e) EC2 SAS-old, and (f) EC2 SAS-new simulations. Red (blue) shading indicates EC precipitation, (.)

CP-experiment precipitation. Black boxes indicate averaging regions used in Fig. 4 (top box is COFR; bottom box is ENM).
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and downstream over western Kansas and northeastern

Colorado (Fig. 11). The KF IVT maximum over western

Kansas in particular (Fig. 11b) further demonstrates how

upstream dynamical changes from convective pre-

cipitation altered the moisture transport field for all areas

downstream. Finally, 60-h time integration of the verti-

cally integrated moisture transport also highlights how

such differences manifest over a longer period to over-

emphasizemoisture transport across easternNewMexico

and northeastern Colorado in the KF simulation

(Fig. 12). While differences in time-integrated IVT are

subtle in theCOFRdue to the long-duration nature of the

event, the preceding analysis (e.g., Figs. 9, 10, 11) dem-

onstrates how the ENM upstream precipitation and

evolution of the low-level dynamical environment ulti-

mately prevented the KF simulation from being able to

focus moisture sufficiently westward into the COFR up-

slope flow regime during the critical flood-producing

precipitation period as observed.

4. Conclusions

Model simulations of the 2013 Front Range flood using

4-km horizontal grid spacing suggest that precipitation

amounts in the severely flooded Colorado Front Range

are dependent on model treatment of precipitation up-

stream.As 4-km grid spacing is considered by some to be

in the convective gray zone, experiments are run using

six different CPSs: KF, MSKF, GF, BMJ, SAS-old, and

SAS-new. Large sensitivity is found in CPS choice with

respect to the amount of precipitation generated in the

Colorado Front Range (COFR) and eastern New

Mexico (ENM) in particular. The KF, GF, and SAS-old

schemes all generate far less precipitation (.100-mm

difference) in the COFR relative to the EC simulation

and observations. The KF and SAS-old schemes in

particular (and to a lesser extent GF) generate consid-

erable convective precipitation over NM. The relative

contribution of CPS-generated precipitation to total

precipitation in ENM in particular suggests that greater

CPS activity upstream may have led to significant

downstream model error. The EC, KF, and MSKF

simulations are explored in greater depth to elucidate

how differences in CPS-generated precipitation may

have led to downstream model errors.

Analyses of low-level PV and moisture transport

provide insight into how upstream precipitation dif-

ferences produce lasting differences in the surrounding

FIG. 6. The 72-h convective precipitation (mm; shaded as indicated by color bar at right) for (a)KF, (b)MSKF, (c)GF, (d)BMJ, (e) SAS-old,

and (f) SAS-new simulations. (EC simulation has no convective precipitation.)
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environment and affect the generation of precipitation

downstream. Heavy convective precipitation simulated

by KF in eastern NewMexico and Colorado produces a

consolidated, low-level PV maximum in eastern Colo-

rado. This leads to a strengthening of the inverted ridge

to the west, thereby decreasing precipitation in the

COFR relative to the EC and MSKF simulations, as

well as observations. The alteration of low-level flow by

the KF-produced low-level PV maximum also deepens

the trough/low to the east over northeast Colorado/

western Kansas and increases precipitation there.

Moisture flux maxima are also accordingly eastwardly

displaced in the KF simulation, while the EC and

MSKF simulations (along with observations) focus

sustained moisture flux into the steep terrain of the

COFR, the result of which was some of the most in-

tense rainfall and flooding observed during the event.

At least for this single case study, it appears that the

updates implemented by the MSKF have successfully

adapted the KF scheme to be more scale aware and less

prone to overactivity; similar results are found for

other space and time scales in Alapaty et al. (2015) and

Zheng et al. (2016).

Precipitation differences on the scales observed here

underscore the need to carefully consider the suitability

of CP for a given modeling system design, even at 4-km

grid spacing. For the 2013 Front Range floods in par-

ticular, Hamill (2014) hypothesizes that the choice of

model physics may have been the ultimate source for the

glaring precipitation forecast differences found both

among the NOAA Short-Range Ensemble Forecast

(SREF) system membership as well as in comparison

with other model forecasts systems of similar resolution.

That 1) the experiments conducted here were run as

simulations (i.e., boundaries were updated with

analyzed—and not forecast—conditions), and 2) a hor-

izontal grid spacing of 4 km would be expected to gen-

erate most precipitation explicitly, it seems particularly

significant, and perhaps surprising, that the choice of

CPS at these space and time scales would still cause

3-day precipitation differences to exceed 100mm in

several of the most heavily flood-impacted regions.

Model performance in the convective physics gray

zone is likely very case dependent. This singular

analysis of a high-impact flooding case suggests that

model skill may be acutely lost when employing a CPS

FIG. 7. Ratio of 72-h total precipitation generated by CPS relative to total precipitation (%; shaded as indicated by color bar at right) for

(a) KF, (b) MSKF, (c) GF, (d) BMJ, (e) SAS-old, and (f) SAS-new simulations. (EC simulation has no convective precipitation and thus

has a uniform 0% value.)
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that has not been adapted to be ‘‘scale-aware.’’ Given

that most operational and proposed convection-

allowing ensembles operate at precisely this ;4-km

scale, it is critical to understand the types of cases and

environments in which assumptions applied by a given

CPS may fail.

It is conceivable, and many studies have shown, that

CPSs in the model physics gray zone can help increase

FIG. 8. (a) EC-simulated hourly precipitation (mm; shaded as indicated by color bar at bottom) ending 0600 UTC 12 Sep (30 h into simu-

lation, denoted ‘‘F30’’); (b) as in (a), but for KF; (c) as in (a), but for MSKF; (d) as in (a), but ending at 1800 UTC 12 Sep (42 h into simulation,

denoted ‘‘F42’’); (e) as in (d), but for KF; (f) as in (d), but for MSKF. Black boxes illustrate regions highlighted in text (top box is upstream/

COFR; bottom box is downstream/ENM).

FIG. 9. (a) EC-simulated 850–650-hPa layer-averaged PV [PVU (1 PVU 5 1026 K kg21 m2 s21); shaded as in color bar at left] and

(terrain-corrected) sea level pressure (hPa; black contours as labeled) valid at 1200UTC 12 Sep (36 h into simulation period); (b) as in (a),

but for KF; and (c) as in (a), but for MSKF. Black dashed line in (b) denotes the location of the inverted ridge.
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forecast skill particularly when integrated over long pe-

riods of time and large regions (e.g., Alapaty et al. 2015;

Zheng et al. 2016). Indeed, many higher-resolution cli-

mate modeling efforts are now targeting resolutions that

approach or meet convection-allowing requirements, and

questions are outstanding as towhether certain aspects of a

CPS will still be needed for these generally larger-domain,

longer-duration simulations. However, as extreme events

are generally nonlinear in nature, they will often be a fail

point for model parameterizations, independent of

whether the model is run as a ‘‘weather’’ or ‘‘climate’’

model. If a main objective of running convection-allowing

ensembles (as opposed to convection-parameterized en-

sembles) is to best resolve the atmospheric processes that

lead to extreme events, it may be that CP should be min-

imized. If a specific ensemble system construct necessitates

that CP should be employed for the improvement of cer-

tain other fields, perhaps a portion of model members

could be run explicitly so as to allow the user (e.g., fore-

caster or researcher) to differentiate sets of model solu-

tions based on convective treatment—and thus use their

experience and intuition as to which may be more skillful

in a given situation (particularly those of potentially

extreme precipitation.)

FIG. 10. (a) EC-simulated 700-hPa moisture flux (310 g kg21m s21; shaded as in color bar at bottom and vectors with reference vector as

indicated to left of color bar) valid at 1800UTC 12 Sep (42 h into simulation period); (b) as in (a), but for KF; and (c) as in (a), but forMSKF.

FIG. 11. (a) EC-simulated surface2 200 hPa IVT (kgm21 s21; shaded as in color bar and in vectors, where reference vector in lower left

represents 400 kgm21 s21) valid at 1800UTC 12 Sep (42 h into simulation period); (b) as in (a), but for KF; and (c) as in (a), but forMSKF.

Black boxes illustrate regions highlighted in text (top box is upstream/COFR; bottom box is downstream/ENM).
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While this is but a single case study of one extreme

event, the differences caused by the gray-zone decision

to employ or not employ CP led to significant differ-

ences in simulated precipitation in an area that was in

the end ravaged by high-impact flooding. The degree of

impact suggests that, despite decades of research into

this general topic of CP in the gray zone, increased de-

mand for both scale-aware convective physics and

convection-allowing ensembles will likely require

renewed consideration of CP treatment in an evolving—

but still present—model physics gray zone.
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